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!e common handsaw can be converted into a bowed musical instrument capable of
producing exquisitely sustained notes when its blade is appropriately bent. Acoustic
modes localized at an in"ection point are known to underlie the saw’s sonorous quality,
yet the origin of localization has remained mysterious. Here we uncover a topological
basis for the existence of localized modes that relies on and is protected by spatial cur-
vature. By combining experimental demonstrations, theory, and computation, we show
how spatial variations in blade curvature control the localization of these trapped states,
allowing the saw to function as a geometrically tunable high-quality oscillator. Our work
establishes an unexpected connection between the dynamics of thin shells and topologi-
cal insulators and o#ers a robust principle to design high-quality resonators across scales,
from macroscopic instruments to nanoscale devices, simply through geometry.

musical acoustics | topological insulators | thin elastic shells

Musical instruments, even those made from everyday objects such as sticks, saws, pans,
and bowls (1), must have the ability to create sustained notes for them to be e!ective.
While this ability is often built into the design of the instruments, the musical saw, used
to make music across the world for over a century and a half (2), is unusual in that it is
just a carpenter’s saw but held in an unconventional manner to allow it to sing. When
a saw (Fig. 1A) is either bowed or struck by a mallet, it produces a sustained sound that
mimics a “soprano’s lyric trill” (3). Importantly, for such a note to be produced, the blade
cannot be "at or bent into a J shape (Fig. 1B) but must be bent into an S shape (Fig. 1C ).
#is geometric transformation allows the saw to sing and is well known to musicians
who describe the presence of a “sweet spot,” i.e., the in"ection curve in the S-shaped
blade; bowing near it produces the clearest notes, while bowing far from it causes the
saw to fall silent (3). Early works (4, 5), including notably Scott and Woodhouse (6),
attempted to understand this peculiar feature by analyzing the linearized vibrational modes
of a thin elastic shell (7, 8). #rough a simpli$ed asymptotic analysis, they showed that
a localized vibrational eigenmode emerges at an in"ection point in a shell with spatially
varying curvature and is responsible for the musicality of the saw. Recent works have
reproduced this result using numerical simulations (9, 10), but a deeper understanding of
the origin of localization has remained elusive.

A simple demonstration of playing the saw quickly reveals the robustness of its musical
quality to imperfections in the saw, irregularities in its shape, and the precise details of
how the blade is "exed. Fig. 1D shows a time trace and spectrogram of the saw clamped in
either a J shape or an S shape (Fig. 1 B and C ) when struck or bowed near the sweet spot.
#e dull and short-lived sound (Audio 1) associated with the J shape might be contrasted
with the nearly pure tone (≈595 Hz) lasting several seconds (Audio 2) when the saw is
bowed while shaped like an S. While the pitch can be varied by changing the curvature of
the saw, the sustained quality of the note is largely indi!erent to the manner of excitation
and the speci$c nature of the clamps, as long as the in"ection point is present.

#e lack of sensitivity to these details suggests a topological origin for the localized mode
responsible for the saw’s striking sonority. #at topology can have implications for band
structures and the presence of edge conducting states even when the bulk is insulating was
originally explored in electronic aspects of condensed matter to explain the quantization
of the Hall conductance (11) and led to the prediction of topological insulators (12,
13). More recently, similar ideas have been used to understand the topological properties
of mechanical excitations, e.g., acoustic and "oppy modes in discrete periodic lattices
(14–17), in continuum elasticity (18–21), in "uid dynamics in geophysical and active
matter systems (22–25), etc. In many of the aforementioned systems, the breaking of time-
reversal symmetry leads to the appearance of topologically protected modes. Alternately,
in the absence of driven or active elements, spatial symmetries of a unit cell can also be
used to achieve topological modes via acoustic analogs of the quantum spin or valley
Hall e!ect (17, 26–29), although these examples rely on carefully engineered periodic
lattices. Here we expand the use of topological ideas to continuum shells and show that
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underlying the time-reversible Newtonian dynamics of the singing
saw is a topological invariant that characterizes the propagation
of waves in thin shells, arising from the breaking of up–down
inversion symmetry by curvature.

Results

ContinuumModel of Thin Shell Dynamics. #e saw is modeled as
a very thin rectangular elastic shell (thickness h " W < L, where
W ,L are the width and length of the strip) made of a material
with Young’s modulus Y, Poisson ratio ν, and density ρ (Fig. 1E).
Its geometry is characterized by a spatially varying curvature
tensor (second fundamental form) b(x), where x = (x , y) is the
spatial coordinate in the plane. As the saw is bent only along the
(long) x axis, bxx (x ) ≡ b(x ) is the sole nonvanishing curvature.
To describe its dynamical response, we take advantage of its
slenderness and treat the saw as a thin elastic shell that can be bent,
stretched, sheared, and twisted. Before moving to a computational
model that accounts for these modes of deformation as well as real
boundary conditions, to gain some insight into the problem and
expose the topological nature of elastic waves, it is instructive to
instead consider a simpli$ed description valid for shallow shells
with slowly varying curvature.

In a thin shallow shell (h|bij | " 1), as bending is energetically
cheaper than stretching (30), shear becomes negligible (Q ≈ 0;
Fig. 1E), and in-plane deformations propagate much more rapidly
(at the speed of sound c =

√
Y /ρ) so that the depth-averaged

stresses can be assumed to equilibrated, i.e., ∂jσij = 0 (6, 31). In
this limit, using the solution of these equations in terms of the Airy
stress function χ (σij = Pij∇2χ, where Pij = δij − ∂i∂j/∇2

is a projection operator; SI Appendix, section 3), the in-plane
geometric compatibility relation and the linearized dynamical
equations for transverse motions can be written as (7, 32)

1

Yh
∇4χ = −Pij∇2(bij f ), [1]

ρh∂2
t f = −κ∇4f + bijPij∇2χ. [2]

Here f is the out-of-plane de"ection of the shell (Fig. 1E) and
the bending rigidity κ = Yh3/[12(1 − ν2)]. Crucially, in-plane
and "exural (out-of-plane) modes remain geometrically coupled
in the presence of curvature even in the linearized setting (Eqs. 1
and 2). For a shell bent with constant curvature along the x axis,
i.e., a section of a uniform cylinder, b(x ) = b0 is a constant. In
the bulk of the system, disregarding boundaries, we can Fourier
transform Eqs. 1 and 2 using the solution ansatz f = fqe−iωt+iq·x

to obtain the dispersion relation for "exural waves to be ω±(q) =
±
√

(κ/ρh)q4 + c2b2
0(qy/q)4 (Fig. 2A), where q = |q|. When

qy = 0, i.e., the sheet is undeformed in the transverse direction,
it remains developable (with generators that run parallel to the
y direction), and the bending waves are gapless, i.e., ω → 0 as
q → 0. However, when qy '= 0, a $nite frequency gap ∼ c|b0|
(in addition to $nite qy corrections) controlled by the speed of
sound and the curvature of the shell emerges as q → 0 (Fig. 2A).
Intuitively, this arises due to the geometric coupling between
bending and stretching deformations in a curved shell which leads
to an e!ective sti!ening that forbids wave propagation below
a frequency threshold. Similar spectral gaps appear in curved
$laments and doubly curved shells as well (31, 33).

For the S-shaped saw, curvature scales of b ∼0.4 to 0.8 m−1

are easily achievable (as in Fig. 1 B and C ), while the typical
sound speed in steel is c ∼5 to 6 × 103 m/s so that the frequency
gap is of order 2 to 5 kHz. Comparing these estimates to the
spectrogram in Fig. 1D (further quanti$ed in Fig. 3) suggests

that the localized mode excited upon bowing the S-shaped saw
(Fig. 1C ) lies within the frequency gap. #e J-shaped saw (Fig. 1B)
also vibrates at low frequencies (compared to the gap) when struck,
presumably through the qy = 0 branch of delocalized "exural
modes, although higher frequencies above the band gap can be
excited by careful bowing (SI Appendix, Fig. S1 A and B).

Curvature-Induced Z2 Topological Invariant. To unveil the topo-
logical structure of the vibration spectrum of the saw, we cast
the second-order dynamical equations (Eqs. 1 and 2) in terms of
$rst-order equations by taking the square root of the dynamical
matrix (14, 34). Focusing on the "exural modes alone, we obtain
a Schrödinger-like equation for the transverse de"ections of a
shallow shell (SI Appendix, section 3),

i

c
∂tΨ = HΨ, H =

(
0 D†

D 0

)
, [3]

where Ψ = (cD†f , i∂t f ) and D = i
√

κ/Yh∇2 + bijPij and †
represents the conjugate transpose. #e eigenvalues of the e!ective
Hamiltonian H are given by the previously derived (ω±(q)),
and its complex eigenvectors Ψ±(q) encode the topology of
the band structure. #e singularities in the arbitrary phase of
the eigenvectors signals nontrivial band topology. To understand
the phase of eigenvectors along the saw’s long direction, we can
consider $xing the transverse wave vector qy '= 0, leading to an
e!ective one-dimensional (1D) system along the x axis. #en the
obstruction to continuously de$ne the phase of the eigenvectors
at every qx in Fourier space while respecting all the symmetries of
the problem is quanti$ed by the 1D Berry connection A(qx ) =
i
∑

n=± Ψn(qx )†∂qxΨn(qx ) (the qy dependence is suppressed)
(35, 36). However, what are the symmetries of our elastodynamic
system?

One important symmetry is that imposed by classical time-
reversal invariance in a passive, reciprocal material (C : x → x ,
t →−t , Ψ→Ψ∗ ; SI Appendix, section 3), which maps forward
moving waves into backward moving ones and guarantees that
eigenmodes appear in complex-conjugate pairs (34). A second
symmetry special to the saw is an emergent spatial re"ection sym-
metry in the local tangent plane (Π : x →−x , t → t , Ψ→Ψ ;
SI Appendix, section 3), which originates from the uniaxial nature
of the prescribed curvature along the x axis and the insensitivity of
bending to the orientation of the local tangent plane, a symmetry
that is inherited from 3D rotational invariance. #e latter is easily
seen by noting that the bending energy only involves an even
number of gradients via ∇2f . Upon simultaneously enforcing
both dynamical and spatial symmetries, a new topological ob-
struction posed by curvature emerges and is quanti$ed by a Z2

index (SI Appendix, section 3),

(−1)ν = exp
[
i

∫ ∞

0
dqx A(qx )

]
Pf[W(0)]

Pf[W(∞)]
, [4]

similar to topological insulators with crystalline symmetries
(37–39). Pf[W] denotes the Pfa%an of the antisymmetric overlap
matrix Wij (qx ) = Ψi(qx )†CΠΨj (qx ) (i , j = ±). We note that
unlike the mechanical Su–Schrie!er–Heeger chain (14) that
exhibits a topological polarization in 1D, the emergent tangent-
plane spatial re"ection symmetry in our problem forces this
polarization to vanish (SI Appendix, section 3).

As we work in the continuum, only di!erences in the topo-
logical invariant are well de$ned independent of microscopic
details. Across an interface at which curvature changes sign, i.e.,
a curvature domain wall, the jump in the topological invariant is
given by

(−1)∆ν = sgn(b< b>), [5]
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Fig. 1. The musical saw and its mathematical model. (A) A violin bow and mallet placed alongside the saw. We clamp the saw in two configurations: (B) a J
shape and (C) an S shape, which is required to play music. The primary distinction between the two is that C has an inflection point (the sweet spot) in its profile,
while B has curvature of constant sign. (Scale bar, 5 cm.) (D) (Left) Time series of the normalized audio signal when the saw in B is struck (green) and when the
saw in C is bowed (black). (Middle and Right) The corresponding spectrograms for both the J shape (B) and the S shape (C). The signal decays rapidly for the
J shape with a wider spread in frequency, while for the S shape, a single dominant note with ω ≈ 595 Hz survives the ringdown of the blade lasting several
seconds. (E) A schematic of a blade of length L, width W, and thickness h is sketched with a uniaxial curvature profile bxx(x) ≡ b(x) that changes sign along
the x axis as in B. The saw can be modeled as an elastic shell whose deformations include an in-plane displacement u, a midsurface deflection f normal to
the shell, and a rotation θ of the local normal n̂ as degrees of freedom [ x = (x, y) is the spatial coordinate]. Elastic tensors Aijk! and Bij enter the constitutive
equations (subscript s denotes symmetrization) for the in-plane stress (σ), bending moment (M), and transverse shear (Q) (SI Appendix, section 2). Derivatives
are interpreted as covariant, and index manipulations employ the reference metric of the shell (SI Appendix, section 2). The Kirchhoff limit for a shallow shell
simplifies the dynamics to∇ · σ = 0, ρh∂2

t f = ∇∇ :M + tr(b · σ), along with θ = −∇f − b · u (SI Appendix, sections 2 and 3).

where b< and b> are the curvature on either side of the interface
(SI Appendix, section 3). #is expression directly demonstrates
that the two oppositely curved sections of the saw behave as
topologically nontrivial bulk systems, with a ∆ν = 1, that meet
at the in"ection line that functions as an internal edge. As a
result, nontrivial band topology underlies the emergence of the
localized midgap mode, endowing it with robustness against
details of the curvature pro$le and weakly nonlinear deformations
(SI Appendix, section 3).

Numerical Mode Structure and Localization. We test these pre-
dictions by numerically computing the eigenmodes of a $nite
elastic strip of length L = 1 m, width W = 0.25 m, and thick-
ness h = 10−3 m. For our shell model, we move away from
the Kirchho! model for shells and account for the kinemat-
ics associated with shear in addition to those associated with
bending and stretching, as they e!ectively reduce the numerical

ill-conditioning commonly seen in high-order continuum the-
ories for slender plates and shells while allowing for numerical
methods that require less smoothness and are easier to implement
(SI Appendix); together, these allow for better computational ac-
curacy. #is framework forms the basis for the Naghdi shell model
(40) (see SI Appendix, section 2, for details) and accounts for an
in-plane displacement vector along the midsurface u(x, t), an out-
of-plane de"ection f (x, t) normal to the shell, and an additional
rotation θ(x, t) of the local normal itself (Fig. 1E). #ese modes
of deformations lead to depth-averaged stress resultants associated
with stretching (σ), bending (M), and shear (Q) as shown in
Fig. 1E. #e resulting covariant nonlinear shell theory along with
inertial Newtonian dynamics provides an accurate and computa-
tionally tractable description of the elastodynamics of thin shells
(Fig. 1E and SI Appendix, section 2). To highlight the topological
robustness of our results, in our calculations we vary both the
boundary conditions and curvature pro$les imposed on the saw.
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A B

C D

E

Fig. 2. Eigenmodes, band structure, and topological localization. (A) Analytical dispersion relation computed for an infinitely long strip with constant curvature
along the x axis (h|b0| = 5 × 10−5, ν = 1/3). The blue curves correspond to the qy = 0 gapless modes, and the red curves with qy '= 0 have a finite frequency
gap. (B) Numerically computed integrated density of states for a finite curved strip (b0L = 0.5, %/L = 0.1, L = 1 m) with clamped–clamped boundary conditions.
Developable eigenmodes (blue; labeled by discrete mode numbersm = 0, 1, akin to qy = 0 in the continuum) are gapless for both constant curvature (dashed)
and the sigmoid profile (solid). Higher modes (red; m ≥ 2) exhibit a finite gap ∼2 kHz for constant curvature (dashed), while the sigmoid profile features
a localized mode (ω ∼1 kHz) at the inflection point within the bulk band gap. (C) Numerical eigenmodes for the sigmoid profile with the local normalized
deflection f plotted (dashed lines are 10% isocontours). Low-frequency delocalized states with m = 0 (Top), m = 1 (Middle,) and the first localized mode with
m = 2 (Bottom). (D) Frequency of the localized modes (Inset shows normalized deflection at y = W/2 along x) and corresponding spectral gap for increasing
transverse mode number m ≥ 2. (E) Inverse participation ratio of the first localized mode for a piecewise linear curvature profile, plotted against the curvature
gradient b′ and the length scale of curvature variation %.

In Fig. 2B, the distribution of eigenmodes as a function of
frequency is shown in the integrated density of states for a constant
curvature shell, b(x ) = b0 (dashed lines), and an S-shaped shell
with a smooth curvature pro$le b(x ) = b0 tanh(x/)) (solid lines)
that varies over a width ) near the in"ection point at x = 0 (i.e.,
a curvature domain wall). In both cases, the ends of the strip
are kept clamped, and the spectra are calculated using an open-
source code based on the $nite element method (41, 42). As the
curvature of the S shape approaches a constant ±b0 far from the
origin, the bulk spectral gap and delocalized modes match that
of the constant curvature case. Flexural modes that vary at most
linearly in the y direction* (labeled by discrete mode numbers
m = 0, 1 due to the lack of translational invariance) correspond
to linearized isometries; they delocalize over the entire ribbon
(Fig. 2 C, Top and Middle) and populate states all the way to
zero frequency, i.e., with a gapless spectrum. #is is true for both
constant curvature (dashed blue line, Fig. 2B) and the S-shaped
shell (solid blue line, Fig. 2B) as these bulk modes are una!ected
by curvature. In contrast, all other modes that bend in both
directions (m ≥ 2) are generically gapped for a constant curvature
pro$le (dashed red line, Fig. 2B) as expected. However, for the S
shape, in addition to the gapped bulk modes, a new mode appears

*Eigenmodes in a finite saw need to vary at least quadratically in y (i.e., m ≥ 2) in order to
couple bending and stretching deformations in the shell.

within the spectral gap (solid red line, Fig. 2B). #is midgap
state (shown here for m = 2) is a localized mode that is trapped
in the neighborhood of the in"ection line (Fig. 2 C, Bottom).
For increasing mode number m ≥ 2, similar topological modes
appear within the bulk bandgap, with growing localization lengths
(Fig. 2 D, Inset) and higher frequencies (Fig. 2D), as predicted
analytically (SI Appendix, section 3). Qualitatively, the presence
of an in"ection line in the S-shaped saw makes it geometrically
soft there; the generators of cylindrical modes are now along the
length of the saw, and the curved regions on either side that are
geometrically sti! serve to insulate the soft internal edge from the
real clamped edges.

Of particular note is that the localized modes, unlike the
extended states, are virtually una!ected by the boundaries and the
conditions there (see SI Appendix, Fig. S2A, for eigenmodes in a
strip with asymmetric boundary conditions where the left edge is
clamped and the right edge is free). Spatial gradients in curvature,
however, do impact the extent of localization. We demonstrate
this using a piecewise continuous curvature pro$le that has a
constant linear gradient b′ over a length ) across the origin and
adopts a constant curvature outside this region. By varying both
the curvature gradient b′ and the length scale ), we can tune
the localization of the lowest topological mode (same as Fig. 2
C, Bottom), quanti$ed by the inverse participation ratio IPR =∫

dx|f (x)|4/(
∫

dx|f (x)|2)2 (Fig. 2E). Strong localization (high
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DC

BA

Fig. 3. Dissipative dynamics and high-quality oscillators. (A) Resonance curves for a shell with a linear curvature profile (Inset) periodically driven at the
inflection point (x = 0; red) and away from it (x = 0.4L; black) for varying frequency (ω ≈ 740 Hz corresponds to the first localized mode). (B) Numerically
computed Q factor shows dramatic enhancement at localized mode frequencies (red) over delocalized modes (blue). (C and D) Experimental measurement of
Q factor (see SI Appendix, section 1 for details) for the musical saw in a (C) J shape (Fig. 1B) and (D) S shape (Fig. 1C). (Top) Note the normalized Fourier spectrum
amplitude is on a log scale below 0.1 and linear above, with the peak frequency marked as ω0. (Bottom) The average signal decay (blue curve) is fit to a single
decaying exponential (black curve). The shaded region is the SE in both C and D.

IPR) is quickly achieved for sharp gradients in curvature (IPR ∝√
|b′|/h ; SI Appendix, section 3) as long as the length scale of

curvature variation is not too small ()/L ≥ 0.1, Fig. 2E), corre-
sponding to a di!use domain wall. In the opposite limit of )→ 0
for b′) = b0 $xed, i.e., a sharp domain wall with a discontinuous
curvature pro$le b(x ) = b0 sgn(x ), strong localization persists
(SI Appendix, Fig. S3), consistent with our topological prediction
and demonstrating the ease of geometric control of localization.

Geometrically Tunable High-Quality Oscillators. #e boundary
insensitivity of topologically localized modes has important dy-
namic consequences that can be harnessed to produce high-
quality resonators. #e primary mode of dissipation in the saw,
as in nanoelectromechanical devices (43), is through substrate or
anchoring losses at the boundary. Internal dissipation mechanisms
(from, e.g., plasticity, thermoelastic e!ects, and radiation losses),
although present, are considerably weaker and neglected here.
To model dissipative dynamics, we retain clamped boundary
conditions on the left end and augment the right boundary to
include a restoring spring (k) and dissipative friction (γ) for both

the in-plane forces and bending moments (Fig. 3 A, Inset, and
SI Appendix, section 2). Informed by Fig. 2E, we choose a linear
curvature pro$le spanning the entire length of the shell to obtain
a strongly localized mode. Upon driving the shell into steady
oscillations, with a periodic point force applied at the in"ection
point (x = 0 ; Fig. 3A, red curve), we see an extremely sharp
resonance peak right at the frequency of the $rst localized mode
(Fig. 3A). In contrast, when the shell is driven closer to the
boundary (x = 0.4L ; Fig. 3A, black curve), the response is at least
six orders of magnitude weaker as the localized mode is not excited
and only the delocalized modes contribute. Localization hence
protects the mode from dissipative decay, unlike extended states
that dampen rapidly through the boundaries. We further quantify
this using a Q factor computed from undriven relaxation of the
shell initialized in a given eigenmode (SI Appendix, section 2).
Ultrahigh values of Q ≈ 105 to 106 are easily attained when a
localized mode is excited (Fig. 3B, red), well over the Q factor
of all other modes (Fig. 3B, blue). Similar results are obtained
for other curvature pro$les as well, such as a sigmoid curve
(SI Appendix, Fig. S2B).
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To compare these computational results with experiments,
we perform ringdown measurements on a musical saw (see
SI Appendix, section 1, for details) clamped in both the J shape
(Fig. 1B) and the S shape (Fig. 1C ). As indicated by Eq. 5, the
key distinguishing feature of the S-shaped saw (compared to the
J shape) is the presence of an in"ection line (curvature domain
wall) that engenders a well-localized domain wall mode capable of
sustaining long-lived oscillations. #e normalized Fourier spectra
and exponential decay (τ ) of the signal envelope are shown in
Fig. 3C (J shape) and Fig. 3D (S shape) with the dominant
frequency (ω0) marked. We $nd a factor ∼15 enhancement in
the Q factor (Q = ω0τ/2) for the S-shaped saw (Q ≈ 150 ; Fig. 3
D, Left) over the J shape (Q ≈ 10 ; Fig. 3 C, Left). We emphasize
that this signi$cant quality factor improvement, although not as
dramatic as the numerically computed Q factors (Fig. 3B), is still
striking given the initial impulse (mallet strike for J shape and
bow for S shape; see SI Appendix, Fig. S1, for other cases) excites
an uncontrolled range of frequencies and other sources of energy
loss including internal damping are presumably also present.

Discussion and Conclusion

Our combination of analysis, $nite element simulations and ex-
periments has demonstrated that a saw sings because its curvature
generates a frequency gap in the acoustic spectrum which closes
at an in"ection point (line) that acts as an interior edge allowing
a localized mode to emerge within the band gap. Unlike mech-
anisms of weak localization (44, 45) or well-known whispering
gallery modes (30, 46) that rely sensitively on details of the domain
geometry, our topological argument explains the existence of
localized sound modes and their robustness against perturbations
in the musical saw, providing a framework to explore not just
topological mechanics but also dynamics in thin plates and shells.

#e ability to control spatial geometry to trap modes
at interfaces in the interior of the system o!ers a unique
opportunity to design high-quality oscillators. As our results
are material independent, they apply equally well to nanoscale
electromechanical resonators (47, 48) and provide a geometric
approach to design high-quality resonators without relying
on intrinsic nonlinearities (49). Just as in the musical saw,
in nanomechanical devices, dissipation can be dominated by
radiation through the clamped boundary (43). Current on-chip
topological nanoelectromechanical metamaterials use carefully
patterned periodic arrays of nanomembranes to control localized
modes in robust acoustic waveguides (50, 51). Our work suggests
an alternate strategy inspired by the singing saw, which relies
solely on the scale separation intrinsic to any curved thin sheet;
by manipulating curvature spatially, topological modes localized
in the interior hence remain vibrationally isolated and decay
extremely slowly, allowing ultrahigh-quality oscillations, perhaps
even in the ultimate limit of atomically thin graphene (52).

Materials and Methods
Extended data on the experiments and the details of the numerical modeling and
theoretical calculations are provided in SI Appendix.

Saw Experiments. The wooden handle of the musical saw (Wentworth) was
clamped onto an optical table, while the tapered end of the blade was attached

to a sliding metal bracket mounted onto a vertical guide rail. Cork discs (around
2 cm in diameter and 0.5 to 1 cm in thickness) were used to cushion and softly
support the clamped end of the blade. This helped damp out oscillations at the
saw end and reduced any high-frequency ringing arising from direct metal-on-
metal contact. The saw blade was bent into two configurations, a J shape (Fig. 1B)
and an S shape (Fig. 1C), and manually either struck with a mallet or bowed with
a violin bow at the straight edge, both near the center of the blade. The blade was
allowed to freely ringdown postexcitation. The audio was recorded using a USB
microphone (Fifine technology, K669-K669B, sampling frequency fs = 44.1 kHz)
placed near the saw and analyzed using the software Audacity.

Multiple measurements of the ringdown signal, each lasting 5 to 6 s, were
made with a gap of a few seconds between runs. A separate 10 to 15 s audio
sample with a stationary saw was used as a template to filter any background
noise using the in-built noise reduction functionality in Audacity. The denoised
audio samples were then analyzed using a custom Python code. Both left and
right (stereo) channels are strongly correlated with each other, so we simply
averaged the two to get the signal for each run. Upon using a Hann window and
Fourier transforming each signal, we binned the frequency axis with a bin size
of ∆ω = 5 Hz and averaged the normalized (by the maximum) magnitude of
the Fourier transform over different runs (N = 26 : J shape, mallet; N = 28 : S
shape, bow).

The average spectrum (normalized) is plotted in Fig. 3 C and D, Top, with
the shaded region corresponding to the SE over the independent runs. The
spectrograms in Fig. 1 D, Middle and Right, were computed for individual
audio signals using matplotlib’s specgram function with options NFFT = 512 Hz
(number of fast Fourier transform data points per block), pad to = 8, 192 Hz,
and noverlap = 256 Hz. In order to compute the decay time of the sound, we
normalized each time series by its maximum (in magnitude) and lined them up
so t = 0 is at the maximum of the signal. We averaged the absolute value of the
temporally aligned signals over independent runs and performed an additional
moving average over a time step ∆t = 0.025 s to smooth out all the high-
frequency oscillations, leaving behind only the required envelope. This smoothed
average curve (once again normalized by its maximum) is shown in dark blue in
Fig. 3 C and D, Bottom. A similar calculation and smoothing is also done for the SE
computed over independent runs and is plotted as the shaded region about the
average. The smoothed average time series is then fit to an exponential function
with a constant offset using SciPy’s in-built nonlinear curve fitting function. The
errors on our estimate for the dominant frequency (ω0) and the decay time (τ )
arise primarily from the chosen resolution of our smoothing windows (∆ω,∆t)
as other sources of measurement error are much smaller. We have nonetheless
checked that our choice of the window size (∆ω,∆t) is optimum as changing it
by small amounts does not affect our results, but decreasing ∆t by an order of
magnitude significantly degrades the exponential fit.

Data Availability. Code and data reproducing the results in this paper have
been deposited on Figshare, https://doi.org/10.6084/m9.figshare.19441385,
and are described in the article and supporting information.
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Supporting Information Text11

1. Saw experiments12

In addition to the measurements presented in the main text (mallet on the J-shape, bow on the S-shape), we have the two other13

possible combinations as well: J-shape with a bow and an S-shape with a mallet. A plot of the normalized audio signal time14

series is shown in Fig. S1A for a representative run of all four cases (the green and black curves are the same as in the Fig. 1D).15

The J-shape cannot be reliably bowed to produce sound in a reproducible fashion, and requires excessive force when bowing to16

elicit any sound, if at all. As can be seen from Figs. S1A-B, the sound is extremely short lived (it dies within ≥ 20 ms once the17

bow stops, which is of the order of our smoothing window �t) and is also very high pitched (≥ 3 kHz, Fig. S1B). We expect18

that the bow excites very high frequency bulk delocalized modes above the band gap, which dissipate away very rapidly. As19

this mode of excitation is not consistently reproducible, we do not analyze it further.20

The S-shape can be excited with a mallet as well, though its acoustic quality isn’t as clear as when the saw is bowed.21

Here we obtained N = 9 independent runs for a di�erent saw setup in an S-shape (Fig. S1C, top left), similar to the one22

in Fig. 1C. When struck with a mallet, however lightly, the saw rings with the distinctive sustained note, but in addition,23

one also hears clear vibrato or beats due to the blade flexing and the inflection point itself moving. This leads to closely24

spaced peaks in the Fourier spectrum (Fig. S1C, right), with the primary frequency Ê0 = 580 ± 2.5 Hz and the secondary25

frequency Ê1 = 590 ± 2.5 Hz. The same beats can be seen in the smoothed decay of the signal amplitude (Fig. S1C, bottom26

left), where the zoomed-in inset shows small scale low frequency oscillations with a period ≥ 0.1 s (or equivalently, ≥ 10 Hz).27

This vibrato-like e�ect is not present when the clamped S-shape saw is bowed, but occurs almost inevitably when the saw is28

manually struck with a mallet, and it presumably causes higher dissipation in the interior of the saw as well. As a result, while29

we can compute the Q-factor with this mode of excitation (Q = 79.3 ± 7.6, Fig. S1), it is smaller than the value obtained when30

the saw is bowed (Q = 153.5 ± 8.1, Fig. 3D), but it still exceeds the J-shape saw struck by a mallet (Q = 10.6 ± 1.4, Fig. 3C),31

by a factor of ≥ 8. Hence, while the details of the excitation mechanism and potential nonlinear e�ects do quantitatively a�ect32

the Q-factor, the qualitative feature remains that the S-shape saw with an inflection point behaves as a more robust and high33

quality resonator than a blade with single sign curvature (J-shape).34

2. Computational Naghdi shell model35

Here we provide a brief derivation and description of the full geometrically nonlinear Naghdi model that we use for our36

numerical computations. The computations are carried out using a finite element method, with a custom code employing the37

FEniCS (S1, S2) and FEniCS-shells (S3) libraries. The numerical implementation details are described later in Sec. D.38

A. Differential geometry of a deforming shell. We adopt the convention that Latin indices denote components of surface tensors39

and take values in {1, 2}, while Greek indices denote components of 3D tensors and take values in {1, 2, 3}. Repeated indices40

are summed as usual. The shell is defined as a three-dimensional (3D) slender elastic body specified by a reference surface S,41

representing the midsurface of the undeformed shell, and a constant thickness h, which is assumed small compared to the42

lateral dimensions and radius of curvature of the shell. The midsurface is parametrized by its embedding in Euclidean space,43

given by a map X0 : �0 æ R3 where the reference domain �0 is a bounded domain in R2. At any point on the midsurface,44

the vectors ei = ˆiX0 are linearly independent, and thus form a basis for the tangent plane, which is the covariant basis for45

the midsurface. The unit normal field to the reference surface is simply n̂ = (e1 ◊ e2)/|e1 ◊ e2|. A material point within the46

undeformed shell is then parametrized by47

R0(›1
, ›

2
, ›

3) = X0(›1
, ›

2) + ›
3n̂(›1

, ›
2) , (›1

, ›
2
, ›

3) œ � := �0 ◊
Ë
≠h

2 ,
h

2

È
, [S1]48

where ›
– are the local 3D coordinates within the material. The first and second fundamental forms of the reference midsurface49

are50

aij = ˆiX0 · ˆjX0 , bij = n̂ · ˆiˆjX0 . [S2]51

The reference area element of the surface is dA =


det(a)d›
1d›

2. All the index raising and lowering in the midsurface is52

performed using aij . The 3D reference metric tensor g–— = ˆ–R0 · ˆ—R0 has a simple expansion in ›
3,53

gij = aij ≠ 2›
3
bij + (›3)2

b
k
i bkj , gi3 = 0 , g33 = 1 . [S3]54

B. Kinematics. We let U–(›) be the 3D displacement of the material points within the shell (the deformed position is then55

R = R0 + U). To reduce the dimensionality of the model, we employ the Reissner–Mindlin kinematic assumption (S4–S6),56

which specifies the displacement U of an arbitrary point of the shell in terms of a tangential displacement vector field ui, a57

normal deflection of the midsurface f and a rotation of the unit normal ◊i, all defined on the midsurface. Specifically, we58

assume that the displacement takes the form59

U = (ui + ›
3
◊

i)ei + f n̂ . [S4]60

In words, the assumption states that a material line initially normal to the midsurface remains straight and unstretched in the61

deformed state, but may be translated and rotated. We see that (ui, f) prescribes the translation of the midsurface while62

◊i are the rotations of the material line around the axes defined by the reference tangent vectors ei (see Fig. S4). The full63

2 of 17 Suraj Shankar, Petur Bryde, and L. Mahadevan



0 1 2 3 4 5

-0.5

0.0

0.5

1.0

-1.0 0 0.5 1.0 1.5 2.0 2.5 3.00

1

2

3

4

5

6

60
50
40
30
20
10

0
10
20
30

0

10 -2

10 -1

1

10 102 103 104
0.0

0.2

0.4

0.6

0.8

1.0

1.2

Fig. S1. (A) Normalized audio signal time series (all aligned in time so their maxima prior to the decay coincide) for different excitation modes on different saw configurations:
S-shape with the bow (black), S-shape with a mallet (red), J-shape with a bow (blue) and J-shape with a mallet (green). (B) Spectrogram corresponding to a bowed J-shape
saw, which can produce a shortly lived, high frequency (≥ 3 kHz) sound. (C) The saw clamped in an S-shape used for the audio recordings involving the mallet (top left,
scale bar: 5 cm). The normalized average of the ringdown signal (shaded region is the standard error, N = 9), along with an exponential fit to extract the decay time
· = 0.27 ± 0.025 s (bottom left). Inset shows a zoomed-in part of the curve displaying periodic low frequency oscillations (≥ 10 Hz) associated with the beats or vibrato
effect obtained upon striking the saw with a mallet. The corresponding average Fourier spectrum (averaged, shaded region is standard error) showing closely spaced sharp
peaks at Ê0 = 580 ± 2.5 Hz (most dominant) and Ê1 = 590 ± 2.5 Hz (second), with the frequency separation signalling the persistent beats or vibrato like phenomena
present in these measurements. The measured Q-factor (Q = 79.3 ± 7.6) is smaller than the case of a similar S-shape saw excited with the violin bow (Q = 153.5 ± 8.1,
Fig. 3D), but is still larger than the J-shape saw excited by a mallet (Q = 10.6 ± 1.4, Fig. 3C).

nonlinear strain tensor is defined by E–— = (1/2)(ḡ–— ≠ g–—), where ḡ–— = ˆ–R · ˆ—R is the actual metric of the deformed64

configuration. To leading order in variations along the thickness (i.e., ›
3), we obtain65

Eij = Áij + ›
3
Cij + O

!
(›3)2"

,

Ei3 = Si ,

E33 = 0 ,

[S5]66

where Áij is the in-plane strain, Cij is the curvature or bending strain and Si is the transverse shear strain. The linearized (in
displacement) forms of these strains is given by

Áij = 1
2 (Òiuj + Òjui) ≠ bijf , [S6a]

Cij = 1
2

!
Òi◊j + Òj◊i ≠ b

k
i Òjuk ≠ b

k
j Òiuk

"
+ b

k
i bkjf , [S6b]

Si = 1
2

!
◊i + Òif + b

k
i uk

"
, [S6c]
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Fig. S2. (A) Numerically computed acoustic eigenmodes for a saw with a curvature profile b(x) = b0 tanh(x/¸) (b0L = 0.5, ¸/L = 0.1, L = 1 m) and asymmetric
boundary conditions, i.e., the left end is clamped, but the right end is free. The m = 0, 1 modes (top and middle), as before, are linearized isometries and they delocalize over
the entire saw. As a result, they are strongly affected by the boundary conditions. On the other hand, the first localized mode with m = 2 is trapped at the inflection point, and
is hence virtually unaffected by the boundary conditions (bottom, see also Fig. 2C). The dashed black lines are 10% isocontours of f . (B) The free end of the saw (with the
same curvature profile) is modified to now include a soft restoring spring (k) and a frictional dashpot (“) for both the in-plane stress and the bending moment (top). Once again,
we see a dramatic enhancement of the Q-factor (bottom) by a few orders of magnitude when the localized modes are excited (red), compared to when the delocalized bulk
modes are excited (blue).

as also depicted in Fig. 1E. The covariant derivatives are compatible with the reference metric aij of the shell. They are defined67

in terms of the Christo�el symbols �k
ij = ˆjei · ek in the usual way:68

Òiuj = ˆiuj ≠ �k
ijuk [S7]69

Remarks. (i) In the case of a flat plate, the second fundamental form bij vanishes and Eqs. S5-S6 reduce to the usual strain70

tensor of the Reissner–Mindlin plate model (S4, S5). Note that in this case, the in-plane membrane strain tensor Áij depends71

only on the in-plane displacement ui and is uncoupled from the bending and shearing strains. (ii) A displacement field of72

the form given in Eq. S4 where ◊i = ≠Òif ≠ b
k
i uk is said to satisfy the Kirchho�–Love kinematic assumption (S8, S9). It is73

stronger than the Reissner–Mindlin hypothesis as it imposes that a material line which is initially normal to the midsurface74

remains normal in the deformed state as well. From Eq. S6c, this is equivalent to the transverse shear strain Si vanishing.75

(iii) If the displacement field satisfies the Kirchho�–Love assumption and the shell is flat (aij = ”ij , bij = 0), we obtain the76

Kirchho�–Love plate model (S10, S11).77

C. Governing equations. We derive the dynamical Naghdi equations starting from the continuum mechanics of the three-78

dimensional shell body. The constitutive relation for the 3D stress tensor �–— = H
–—µ‹

Eµ‹ involves the elastic tensor (for an79

isotropic material)80

H
–—µ‹ = Y

2(1 + ‹)

5
g

–µ
g

—‹ + g
–‹

g
—µ + 2‹

(1 ≠ 2‹)g
–—

g
µ‹

6
, [S8]81

where Y and ‹ are the Young’s modulus and Poisson’s ratio of the material, respectively. Upon using the expression for the82

3D metric tensor (Eq. S3) in Eq. S8, along with the standard additional assumption that the normal stress �33 vanishes83

everywhere, we get84

�ij = Ã
ijk¸

Ek¸ , �i3 = 1
2 B̃

ij
Ej3 , [S9]85

with the reduced elastic tensors86

Ã
ijk¸ = Y

2(1 + ‹)

3
g

ik
g

j¸ + g
i¸

g
kj + 2‹

(1 ≠ ‹)g
ij

g
k¸

4
, B̃

ij = 2Y

1 + ‹
g

ij
. [S10]87

Newton’s second law for the 3D shell reads88

flˆ
2
t U = Ò · � + F , [S11]89
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Fig. S3. (A) A saw with a discontinuous curvature profile b(x) = b0 sgn(x), corresponding to the “sharp domain wall” limit ¸ æ 0 (b0 = 5 m≠1, L = 0.63 m). (B)
Numerically computed eigenmode (Ê = 3729 Hz, color is the normalized 3D displacement) of the saw for clamped-clamped boundary conditions showing strong confinement
near the domain wall. (C) The normal component f (normalized) of the same mode as a function of the two curvilinear coordinates ›1 and ›2 = y. Here ›1 is measured along
the long direction, but cannot be identified with the x-coordinate due to the large curvature. (D) Plot of the normal deflection of the saw at y = W/2 along ›1.

where fl is the mass density and F is an external force density on the shell. To obtain a weak form of the equation, suitable90

for the finite element method, we introduce a test vector field V satisfying the same kinematic assumptions as U, i.e.,91

V = (vi + ›
3
÷

i)ei + vnn̂, as well as the same essential boundary conditions, described below. Upon taking the inner product of92

Eq. S11 with V and integrating by parts, we obtain93

ˆ
�

dV flˆ
2
t U · V +

ˆ
�

dV �(U) : E(V) =
ˆ

�
dV F · V +

ˆ
ˆ�

dS (�(U) · ‹̂) · V . [S12]94

where dV =


det(g)d›
1d›

2d›
3 is the volume element and ‹̂ is the unit outward normal along the boundary of the 3D shell,95

with dS the boundary area element. We will temporarily assume vanishing tractions �(U) · ‹̂, so that the last term vanishes.96

This term will be reintroduced below where we discuss the dissipative spring boundary conditions.97

Upon expanding the second term on the left-hand side of Eq. S12, and integrating over the thickness of the shell (to leading98

order in ›
3, conversely h), we obtain the dynamic Naghdi equations in weak form99

ˆ
�0

dA flh

!
ˆ

2
t uiv

i + ˆ
2
t fvn

"
+
ˆ

�0

dA hAijk¸

5
Áij(u, f)Ák¸(v, vn) + h

2

12 Cij(u, f, ◊)Ck¸(v, vn, ÷)
6

+
ˆ

�0

dA hBij
Si(u, f, ◊)Sj(v, vn, ÷) =

ˆ
�0

dA h(Fiv
i + Fnvn) ,

[S13]100

where F = F
iei + Fnn̂, dA =


det(a)d›

1d›
2 is the area element on the midsurface and A, B are the restrictions of the elastic101

tensors Ã, B̃ onto the midsurface, i.e.,102

Aijk¸ = Y

2(1 + ‹)

3
a

ik
a

j¸ + a
i¸

a
jk + 2‹

(1 ≠ ‹)a
ij

a
k¸

4
, Bij = 2Y

(1 + ‹)a
ij

. [S14]103

The Naghdi equations can also be written as a boundary value problem in strong form, as shown in (S12).104
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Fig. S4. The kinematic assumptions for the Naghdi shell model (adapted from Ref. (S7)).

For convenience, we will use the shorthand u = (u, f, ◊), v = (v, vn, ÷), and let km, kb and ks denote the membrane, bending105

and shear terms of Eq. S13:106

km(u, v) =
ˆ

�0

dA hAijk¸
Áij(u, f)Ák¸(v, vn)

kb(u, v) =
ˆ

�0

dA Aijk¸ h
3

12 Cij(u, f, ◊)Ck¸(v, vn, ÷)

ks(u, v) =
ˆ

�0

dA hBij
Si(u, f, ◊)Sj(v, vn, ÷).

[S15]107

Remark. (i) Note that in Eq. S13, the bending term kb is of higher order in the thickness h compared to the stretching108

and shearing terms, a general feature of shell models (S6, S11, S13). In the limit of small thickness, modes with vanishing109

membrane and shear strains are energetically favorable. In the linear theory, these pure-bending modes are characterized110

by Á = 0, and ◊ = ≠(Òf + b · u). Existence of pure-bending displacements depends on the boundary conditions as well as111

the midsurface reference geometry, in particular the sign of the Gaussian curvature KG = det(b)/ det(a) (S7). Note, unlike112

incompatible non-Euclidean sheets (S14, S15) which have multiple notions of potentially conflicting reference curvatures, here,113

both a and b are compatible fundamental forms due to the existence of a reference configuration (and not just a reference114

geometry). Isometric bending deformations are well understood for surfaces where KG has a constant sign, but less is known115

for surfaces of mixed type where KG changes sign. (ii) If we replace the Reissner–Mindlin kinematic assumptions with the116

stronger Kirchho�–Love assumption, we obtain instead the weak form of Koiter’s equations (S7). An independent derivation117

of Koiter’s equations in strong form is given in Sec. III. (iii) In the absence of curvature, the variational problem (Eq. S13)118

splits into two decoupled equations (in the linearized setting): a membrane problem for the in-plane displacement u and the119

remaining variables (f , ◊) satisfy the Reissner–Mindlin plate equations. For the Kirchho�–Love kinematic assumption, the120

latter further simplifies to the simple bending equation flhˆ
2
t f = ≠ŸÒ4

f , where Ÿ = Y h
3
/[12(1 ≠ ‹

2)] is the bending rigidity.121

We now describe the various boundary conditions. In all cases, the upper and lower faces of the shell (corresponding to122

›
3 = ±h/2) are free, meaning that the traction �(U) · ‹̂ vanishes. We divide ˆ�0 into three disjoint parts, ˆ�0 = �c

0 fi �f
0 fi �d

0123

and let �c, �f , �d be the corresponding portions of the lateral face, so that e.g. �c = R0(�c
0 ◊ [≠h/2, h/2]). The shell is124

subjected to clamped (Dirichlet) boundary conditions on �c, meaning that the fields (u, f, ◊) vanish on �c
0. In our numerical125

experiments, �c is comprised of one or both short edges of the saw; we call the latter case clamped-clamped boundary conditions.126

The set �f represents the free portion of the lateral face and always contains the long edges of the saw. It may also include127

one of the shorter edges in the case of clamped-free boundary conditions. In numerical experiments involving dissipation128

(see Fig. 3A-B and Fig. S2B), �d coincides with the right edge of the saw where it is coupled to translational, rotational and129

torsional springs with distributed spring constants k, kn and kt and damping coe�cients “, “n and “t respectively. Specifically,130

the boundary term in Eq. S12 becomes131

ˆ
ˆ�

dS (�(U) · ‹̂) · V = ≠
ˆ

�d
0

ds

Ë
h(kf + “ˆtf)vn + (h)3

12
!
(kn◊‹ + “‹ˆt◊‹)÷‹ + (kÎ◊Î + “Îˆt◊Î)÷Î

"È
[S16]132

where ◊‹, ◊Î are the normal and tangential components of ◊, and ÷‹, ÷Î are defined similarly.133

Essential boundary conditions are imposed by specifying a solution space. Since the weak form of Naghdi’s equations,134

Eq. S13, contains only first order derivatives, the appropriate space is V = {(u, f, ◊) œ [H1(�0)]5 : ui = f = ◊i = 0 on �c
0}.135
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Defining the bilinear forms136

m(u, v) =
ˆ

�0

dA flh

!
uiv

i + fvn

"
,

k(u, v) = km(u, v) + kb(u, v) + ks(u, v) ≠
ˆ

�d
0

ds

Ë
hkfvn + (h)3

12
!
k‹◊‹÷‹ + kÎ◊Î÷Î

"È
,

c(u, v) = ≠
ˆ

�d
0

ds

Ë
h“fvn + (h)3

12
!
“‹◊‹÷‹ + “Î◊Î÷Î

"È
,

[S17]137

and letting F (v) =
´

�0
dA h(Fiv

i + Fnvn), the Naghdi problem can be stated succinctly as: Find functions u(x, t), twice138

di�erentiable in time, so that u(·, t) œ V for all t and139

m(ˆ2
t u, v) + c(ˆtu, v) + k(u, v) = F (v) [S18]140

for all v œ V.141

D. Numerical implementation. We discretize Eq. S18 in space using the finite element method. As previously mentioned, the
weak form of the Naghdi equations admits solutions in H

1. However, it is well known that standard H
1-conforming finite

element methods su�er from numerical locking when applied to shell models, which leads to oversti� behavior unless a very
fine mesh is used. Several approaches to alleviate locking have been proposed, see (S3, S16, S17) and references therein. While
no method has been rigorously shown to be locking free in all cases, numerical tests suggest that many of the known methods
can successfully treat locking in the Naghdi model. Following (S3), we use a high-order partial selective reduced integration
(PSRI) method, a variation of the technique introduced in (S16). This method was shown in (S16) to converge uniformly with
respect to the shell thickness under some restrictive assumptions on the coe�cients in the Naghdi model (see also (S18) for a
related result). In the PSRI approach, second-order Lagrange finite elements augmented by cubic bubble functions are used for
the displacements (u1, u2, f), and second-order Lagrange finite elements are used for the rotations (◊1, ◊2). The sti�ness form k

in equation S18 is modified by splitting the membrane term km and shear term ks into a weighted sum of two contributions,
one of which is computed with a reduced integration. That is, we write km as

–

ˆ
�0

dA hAijk¸
Áij(u, f)Ák¸(v, vn) + (1 ≠ –)

ˆ
�0

dA hAijk¸
Áij(u, f)Ák¸(v, vn)

and compute the second integral using a reduced quadrature rule of order 2. The shear term ks is similarly modified. The142

splitting parameter – is chosen as h
2
/”

2 ≥ 0.05 where ” is a typical element circumradius for the mesh, as suggested in (S3).143

To solve the time-dependent problem, we integrate Eq. S18 in time using the Newmark-beta method (S19) with “ = 1/2,144

— = 1/4, which is second order accurate and unconditionally stable. Moreover, this scheme is symplectic, and known to have145

excellent energy behavior and long-time performance for systems that are conservative or weakly dissipative (S20). Therefore, it146

is particularly suitable for estimating the Q-factor of the lightly damped localized modes of the S-shaped saw. Combining this147

time-stepping scheme with the previously described spatial discretization yields a sequence of variational problems which are148

easily implemented in FEniCS. To compute the eigenmodes of the shell, we consider the eigenvalue problem obtained by taking149

the temporal Fourier transform of Eq. S18. This problem can be discretized in space in the same way as previously described,150

yielding a matrix eigenvalue problem which we solve using the SLEPc implementation of the Krylov-Schur algorithm (S21).151

In our numerical simulations, we consider an elastic strip of length L = 1 m, width W = 0.25 m and thickness h = 10≠3 m.152

The material properties are Y = 200 GPa, ‹ = 0.3 and fl = 7850 kg/m3, typical for mild steel. We use in each case153

a uniform triangular mesh, with the mesh size chosen so that the modes of interest have adequately converged; on the154

order of 15000 cells. In dynamic simulations, the time step was chosen �t ≥ 50/f where f is the frequency of oscillation.155

In simulations where boundary damping was present, the spring coe�cients k, k‹, kÎ are chosen so that khY
≠1 = 10≠8,156

k‹h
3
Y

≠1 = kÎh
3
Y

≠1 = 10≠11. The damping coe�cients are chosen so that “/k = “‹/k‹ = “Î/kÎ = 10≠2 s.157

3. Topologically protected vibrations in thin shells158

Here we describe the details of the analytical computations and topological characterization of the band structure of vibrating159

thin shells. In the limit of a very thin shell, we can neglect transverse shear deformations (S ¥ 0), and we work in the160

Kirchho�–Love limit. The elastic energy then simply involves only stretching and bending terms (S11, S13, S22)161

E = Y h

2(1 ≠ ‹2)

ˆ
dA

5
1
4Îa≠1ā ≠ 1Î2

e + h
2

12 Îa≠1(b̄ ≠ b)Î2
e

6
, [S19]162

where the matrix norm ÎAÎ2
e = ‹tr2(A) + (1 ≠ ‹)tr(A2) involves the Poisson ratio ‹, for any matrix A. As before, for a

geometrically compatible shell, the reference metric (aij = ˆiX0 · ˆjX0) and reference curvature tensor (bij = n̂ · ˆiˆjX0),
both derive from a rest configuration X0. The actual deformed configuration is instead characterized by the real metric
āij = ˆiX · ˆjX and the real curvature tensor b̄ij = N̂ · ˆiˆjX, where X is the embedding of the deformed shell in Euclidean
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space R3 and N̂ is the unit normal to the deformed surface. The stretching and bending strains are simply Áij = (āij ≠ aij)/2
and Cij = bij ≠ b̄ij , which when linearized after eliminating the shear strains, reduce to

Áij = 1
2(Òiuj + Òjui) ≠ fbij , [S20]

Cij = ≠ÒiÒjf + bikb
k
j f ≠ bkjÒiu

k ≠ bikÒju
k ≠ 1

2u
k(Òibjk + Òjbik) . [S21]

We note that the raising and lowering of all indices is done with aij . The usual in-plane stress tensor is ‡
ij = Aijk¸

Áij . Upon
varying the elastic energy with respect to (ui, f), we obtain the elastic forces which allows us to write the dynamical equations,
i.e., Newton’s second law, as

flhˆ
2
t u = ≠”E

”u , [S22]

flhˆ
2
t f = ≠”E

”f
. [S23]

For a thin shell, as is relevant to the musical saw (S23), bending deformations are energetically cheaper than stretching. As a163

result, flexural modes are easily excited and are the primary contributors to the acoustic spectrum. Hence, we consider the164

in-plane displacements or phonons (ui) to be in quasistatic equilibrium so that the dominant inertial dynamics arises from the165

flexural modes (f); this arises due to the dispersive nature of the latter while the in-plane phonon modes are non-dispersive166

(hyperbolic). We note that in the numerical simulations, the inertial dynamics of the in-plane phonons and the transverse shear167

are retained as well.168

Upon setting flhˆ
2
t u ¥ 0, the displacement is simply determined by tangential force balance involving the stress tensor along169

with additional corrections from the curvature of the shell. Neglecting these higher order terms as h/R π 1 for a thin shell,170

where R is the smallest radius of curvature of the reference state, we obtain171

”E

”ui
= 0 =∆ Òj‡

ij + O
3

Y h
2

R
Ò3

f,
Y h

2

R3 Òf

4
= 0 . [S24]172

We can solve Òj‡
ij = 0 by a generalization of the Airy stress function for shells, given by173

‡ij = ÒiÒj‰ ≠ aij
1

Ò2 ÒkÒ2
ˆk‰ , [S25]174

where (1/Ò2) denotes a convolution with the scalar Green’s function of the Laplace-Beltrami operator. Note that unlike the175

planar version of this equation (even for metrically incompatible solids (S24, S25)), this expression is nonlocal due to the176

noncommutativity of the derivatives. For constant or slowly varying Gaussian curvature (ˆiKG ¥ 0), we can simplify the above177

expression to a local equation178

‡ij = ÒiÒj‰ ≠ aij(Ò2
‰ + KG‰) . [S26]179

To obtain this, some useful formulae are [Òi, Òj ]vk = R
l
kjivl, [Òi, Òj ]Mkl = R

m
ij kMml + R

m
ij lMkm, where the reference180

Riemann curvature tensor Rijkl = KG(aikajl ≠ ailajk) in 2D (KG being the Gaussian curvature of the reference state) (S26).181

In the normal direction, we retain inertial dynamics, which gives182

flhˆ
2
t f = ≠”E

”f
= ≠h

3

12 Aijk¸LijLk¸f + ‡
ij

bij , [S27]183

where we have neglected O((h/R)3) terms. The di�erential operator is Lijf = ÒiÒjf ≠ bikb
k
j f and the elastic tensor Aijkl is184

the same as in Eq. S14.185

A. Length scales. Let R be the smallest radius of curvature of the reference state, so R
≠1 is the maximum eigenvalue of b186

across the whole surface. From Eq. S24 and S20, we can estimate that the relevant strains in the system scale as Áij ≥ f/R.187

Consequently, the stretching energy scales as ≥ Y f
2
/R

2, while the bending energy scales as ≥ Y h
2
f

2
/¸

4, where ¸ is the typical188

length scale of the deformation. Upon balancing the two, we obtain a crossover length scale (S10)189

¸el ≥
Ô

hR π R . [S28]190

Hence on small length scales (¸ π ¸el), bending dominates while on larger scales (¸ ∫ ¸el), stretching dominates due to the191

underlying curvature. Here, in estimating the bending energy, we have neglected terms ≥ b
2
ijÒ2

f and ≥ b
4
ijf that appear in192

Eq. S27 upon expanding out the operator Lij . One can argue that their neglect is self-consistent in our analysis. For ¸ π ¸el,193

we have (¸/R)2 π h/R π 1, hence194

|b2
ijÒ2

f |
|Ò4f | ≥ h

R
π 1 ,

|b4
ijf |

|Ò4f | ≥
1

h

R

22
π 1 . [S29]195
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Similarly, for ¸ ∫ ¸el, the ‡
ij

bij arising from stretching dominates. As ‡ij ≥ Y Áij ≥ Y f/R, we can once again show that the196

above terms are negligible in comparison.197

|Y h
2
b

2
ijÒ2

f |
|‡ijbij | ≥

1
h

¸

22
π 1 ,

|b4
ijf |

|‡ijbij | ≥
1

h

R

22
π 1 . [S30]198

In a similar fashion, one can show that the neglected terms in Eq. S24 are ≥ (h/¸)2 and ≥ (h/R)2 and hence negligible199

compared to the terms retained. Hence, for deformations on practically all macroscopic length scales (¸ ∫ h), the following200

simplified equations are su�cient to describe the mechanics of thin shells.201

Òj‡
ij = 0 , flhˆ

2
t f = ≠ŸÒ2Ò2

f + ‡
ij

bij , [S31]202

where Ÿ = Y h
3
/[12(1 ≠ ‹

2)] is the bending rigidity.203

B. Shallow shell theory. To simplify things further, we approximate aij ¥ ”ij and Òi ¥ ˆi to lowest order, while retaining a204

constant (or weakly varying) non-zero bij as is typical of shallow shell theory (S11, S22). This also allows us to disregard any205

di�erence between covariant and contravariant indices, thereby greatly simplifying both Eqs. S24 and S27 to give206

ˆj‡ij = 0 , and flhˆ
2
t f = ≠ŸÒ4

f + ‡ijbij , [S32]207

The stress tensor is determined by the Airy stress function ‡ij = ‘ik‘jlˆkˆl‰ = ˆiˆj‰ ≠ ”ijÒ2
‰ (S10) (‘ij is the Levi-Civita208

symbol), which itself solves209

1
Y h

Ò4
‰ = ≠bijPijÒ2

f . [S33]210

The projection operator is defined as Pij = ”ij ≠ (ˆiˆj/Ò2). Solving for ‡ij in favour of f , we obtain a closed dynamical211

equation for the flexural mode to be212

flhˆ
2
t f = ≠ŸÒ4

f ≠ Y h(bijPij)2
f . [S34]213

Fourier transforming freely in both space and time (�q,Ê =
´

d2
x
´

dt e
iÊt≠iq·x�(x, t)), we obtain the following dispersion214

relation for the flexural sound modes in a constant curvature shell215

Ê±(q) = ±
Ú

Ÿ

flh
q4 + c2 [bijPij(q̂)]2 , [S35]216

where c =


Y/fl is the speed of sound, q̂ = q/q (q = |q|) and Pij(q̂) = ”ij ≠ q̂iq̂j .217

Upon diagonalizing the curvature tensor bij , we can write it in terms of its principal curvature direction t̂ as b = bÎt̂+b‹(1≠t̂t̂),218

where bÎ, b‹ are the principal reference curvatures (|bÎ| > |b‹|). Therefore, the above dispersion relation in Eq. S35 has a219

spectral gap near q = 0 i�220

bijPij(q̂) = bÎ + (b‹ ≠ bÎ)(q̂ · t̂)2 ”= 0 ’q̂ . [S36]221

For a spherical shell, bÎ = b‹ = 1/R0 > 0 and we have bijPij(q̂) = 1/R0 > 0. While on a saddle surface with negative222

Gaussian curvature, bÎ = 1/R0, b‹ = ≠1/R0 which gives bijPij(q̂) = [2 ≠ (q̂ · t̂)2]/(2R0) > 0 as well. Hence on both the223

sphere and a symmetric saddle, the acoustic spectrum is gapped everywhere, though it is anisotropic in the latter case (S27).224

For a developable surface, b has atleast one vanishing eigenvalue, say b‹ = 0 without loss of generality. As a consequence225

bijPij(q̂) = bÎ[1 ≠ (q̂ · t̂)2] which vanishes for q̂ = ±t̂. Hence, a developable surface has a line along which the spectrum is226

gapless, and is gapped elsewhere.227

As the dynamics of f is inertial and second order in time, we can write it in terms of first order equations by introducing228

the normal velocity v = ˆtf229

ˆt

3
f

v

4
=

3
0 1

≠c
2DD† 0

4 3
f

v

4
, [S37]230

where D = i


Ÿ/Y h Ò2 + bijPij and † denotes the Hermitian conjugate. Note,


Ÿ/Y h Ã h is independent of the Young’s231

modulus. By writing � = (f, v), we perform a similarity transformation � = T � to get a Schrödinger-like equation (S28)232

i

c
ˆt� = H� , H =

3
0 D†

D 0

4
, with T =

3
cD† 0

0 i

4
, [S38]233

with H2 = D†D1 = (Ÿ/Y h)Ò4 + (bijPij)2 ([D†
, D] = 0 only for constant b, but we neglect it for slowly varying curvature as234

well). Note that, while H is Hermitian, D is not. Eq. S38 will be our starting point to discuss the topological features. One235

can also show that a similar matrix, unitarily equivalent to H, also relates the local stress and bending moment to the local236

tangential and normal forces, reminiscent of the compatibility matrix in isostatic lattices (S29, S30). We leave the detailed237

exploration of a possible connection to topological floppy modes (S29, S30) for future work and instead focus on dynamics here.238
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Fig. S5. A plot of the dispersion relation in Eq. S42 for a fixed qy ”= 0. The two bands |�±Í respect classical time-reversal symmetry (S), mechanical reciprocity (C) and an
effective spatial reflection symmetry (�). As is evident, the combination of operators �SC≠1 maps the eigenmode to itself, though one may accumulate a phase in doing so.
Singularities in this phase result in a nontrivial topological invariant.

C. 1D curved ribbon. Here we shall first work out the details for a developable 1D ribbon curved only along one axis. Without
loss of generality, we take b‹ = 0 and t̂ = êx, and set bÎ © b ”= 0. Upon Fourier transforming in space we obtain

D(q) © e
≠iq·xDe

iq·x = dx(q) + idy(q) , [S39]
H(q) © e

≠iq·xHe
iq·x = dx(q)·x + dy(q)·y , [S40]

dx(q) = b
q

2
y

q
2
x + q

2
y

, dy(q) =
Ò

Ÿ

Y h
(q2

x + q
2
y) , [S41]

where ·x,y are Pauli matrices. The eigenvalues and corresponding eigenvectors (H|�±Í = (Ê±/c)|�±Í, using Dirac’s bra-ket239

notation (S31)) are,240

Ê±(q) = ±c|D(q)| , |�±(q)Í = 1Ô
2

3
1

±e
i◊(q)

4
, [S42]241

with e
i◊(q) = D(q)/|D(q)|. The eigenvectors are orthonormalized, so È�m|�nÍ = ”mn for m, n = ±. For qy = 0, corresponding242

to flexural modes that are linearized isometries, the spectrum is gapless with Ê± æ 0 as qx æ 0. In contrast, for qy ”= 0, the243

eigenmodes couple bending and stretching via the curvature of the ribbon leading to a finite band gap ≥ c|b|, even when qx æ 0.244

We shall fix qy ”= 0 and look at the e�ective model only in 1D as a function of qx (and suppress the qy dependence hereafter).245

Note the absence of the third Pauli matrix in Eq. S40 (·z in this basis), that is a consequence of classical time-reversal symmetry246

(as explained below). We now discuss in detail the various symmetries in the problem, including time reversal, that are crucial247

for the topological characterization.248

C.1. Symmetries. There are three primary symmetries of relevance to us. Note, here we will always assume a fixed qy ”= 0 and249

describe only the e�ective 1D symmetries of the system that are relevant to us. To understand the action of any symmetry250

operation, we recount the eigenvalue problem251

H|�nÍ = Ên

c
|�nÍ , [S43]252

where n = ± in our specific two band case. The sound speed c > 0 is a constant and simply scales the eigenfrequencies253

Ên. For the purposes of the symmetry analysis below, we can rescale Ên and set c = 1 without loss of generality. The254

eigenfunctions are orthonormal, È�n|�mÍ = ”nm, which allows us to freely rotate each eigenfunction by an arbitrary complex255

phase (|�nÍ æ e
iÏn |�nÍ) that leaves both the normalization and Eq. S43 unchanged. While the absolute phase is a gauge256

freedom and is not observable, relative di�erences in the phase are observable and important.257

The first symmetry is a consequence of classical time reversal in Newtonian mechanics, that leads to a redundancy in the258

description (S28, S29). Time reversal alone forces all the eigenvalues of H appear in ± pairs (and the eigenmodes |�±Í, being259

time-reversal even, map onto themselves upon flipping time). As a result, we interchange the Ê > 0 bands with the Ê < 0 ones,260

i.e., forward moving waves become backward moving waves and vice-versa. This is implemented using a unitary operator S261

SH(qx)S≠1 = ≠H(qx) , S = ·z , [S44]262

where the final expression for S (S2 = 1) is written in the same basis for which H adopts the form in Eqs. S38, S40. Note that,263

the symmetry operation performed by S, while being a consequence of classical time-reversal, it is distinct from (and unrelated264

to) the time-reversal symmetry operation used in the quantum mechanical context, where instead S would refer to what’s265

called a “chiral” or “sublattice” symmetry.266
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We can easily check the the operator S actually implements classical time-reversal, as follows

SH(qx)S≠1S|�n(qx)Í = Ên(qx)S|�n(qx)Í
=∆ H(qx)S|�n(qx)Í = ≠Ên(qx)S|�n(qx)Í

= Ê≠n(qx)S|�n(qx)Í . [S45]

Here we have employed the fact that bands come in pairs with opposite sign eigenvalues, therefore Ên(qx) = ≠Ê≠n(qx), where267

we have used the convention of labelling the Ê > 0 bands with positive integers and the Ê < 0 bands with negative integers.268

The second symmetry is related to time-reversal again, but is distinct. It has to do with the absence of nonreciprocal or269

active elements in the material (i.e., no Coriolis force, no magnetic field, no nonconservative interactions) that would generally270

generate a velocity dependent force. As the underlying degrees of freedom (flexural deflections) and the dynamical matrix are271

purely real, the eigenmodes with opposite sign eigenvalues are additionally related to each other by complex conjugation. This272

operation is implemented using an antiunitary operator (as it involves complex conjugation) C273

CH(qx)C≠1 = ≠H(≠qx) , C = i·yK , [S46]274

where the final expression for C (C2 = ≠1) is once again in the same basis as chosen to represent H in Eqs. S38, S40. K is275

the (antiunitary) complex conjugation operator (KiK
≠1 = ≠i, K

2 = 1), and by convention, it also flips the sign of qx (i.e.,276

KqxK
≠1 = ≠qx). This latter property is to allow K and ˆx to commute in real space. Here, the operator C implements277

the analog of a “particle-hole” symmetry (in the context of superconductors). Note that, both these symmetries (C, S) are278

generically present for any time-reversal invariant reciprocal mechanical system, as a result of which the low frequency dynamics279

in 1D for such systems lies in the BDI class (S28, S32, S33). The appropriate topological classification in this category involves280

the fundamental group fi1(S1) = Z, with the most well-known example being the Su-Schrie�er-Heeger (SSH) model (S34) and281

its mechanical analog (S29). We will return to this point later.282

The action of the operator C relates the di�erent eigenmodes within the (classical) time-reversal pair through complex
conjugation as follows,

CH(qx)C≠1C|�n(qx)Í = CÊn(qx)|�n(qx)Í
=∆ H(≠qx)C|�n(qx)Í = Ê≠n(≠qx)C|�n(qx)Í

=∆ H(qx)C|�≠n(≠qx)Í = Ên(qx)C|�≠n(≠qx)Í , [S47]

where we have kept track of the fact that K (and hence C) also flips the sign of qx.283

In addition to the above two ubiquitous dynamic symmetries in inertial, passive, elastic media, there is also a spatial284

symmetry that arises from the geometry of the thin shell. It is an e�ective spatial reflection symmetry qx æ ≠qx for a285

uniaxially curved shell. This is due to the fact that the normal force from bending only involves an even number of gradients286

on Ò2
f , which in turn is a consequence of 3D rotational invariance (as uniform tilts, corresponding to linearized 3D rotations,287

must leave the energy invariant). This fundamental requirement manifests as an emergent spatial reflection symmetry of288

x æ ≠x (qx æ ≠qx) within the local tangent plane at a point on the shell. Note that this is a local and not a global symmetry289

requirement, a point we test in the simulations by using asymmetric boundary conditions (see Fig. S2). We implement this290

spatial symmetry within the local tangent plane using a unitary operator �,291

�H(qx)�≠1 = H(≠qx) , [S48]292

with �2 = 1. For our current problem, the representation of H from Eq. S40 makes � = 1 explicitly trivial, as H(qx) = H(≠qx).293

The action of the reflection symmetry operator � is simpler as it relates the same eigenmode for opposite sign wavevectors
(qx) in the following fashion,

�H(qx)�≠1�|�n(qx)Í = �Ên(≠qx)|�n(qx)Í
=∆ H(≠qx)�|�n(qx)Í = Ên(≠qx)�|�n(qx)Í
=∆ H(qx)�|�n(≠qx)Í = Ên(qx)�|�n(≠qx)Í . [S49]

Hence, Eqs. S45, S47 and S49 show that the symmetry operators (C, S, P) provide two separate ways of relating |�+(qx)Í294

to |�≠(qx)Í (see Fig. S5). When applied in a cyclic fashion, for example with the combination �SC≠1, one can map each295

eigenmode back to itself, though up to a net phase that doesn’t change the eigenmode normalization. If this phase hosts a296

winding singularity as a function of qx, then the band structure is topologically nontrivial. Below, we explain how to construct297

the topological invariant that captures such a phase singularity and compute it for the geometry of a singing saw.298

C.2. Z2 Topological invariant. Before we formulate the new Z2 topological invariant, we first demonstrate how the presence of299

spatial reflection symmetry (�) trivializes the Kane-Lubensky polarization or winding number present in Newtonian elastic300

systems respecting time-reversal symmetry (S29). Classical time-reversal (implemented by S) can be used to always bring the301

Hermitian dynamical matrix H into the form of Eq. S40, where the vector d(qx) = (dx(qx), dy(qx)) (or conversely the complex302

number D(qx) = dx(qx) + idy(qx)) is always nonvanishing and restricted to a plane. As |d(qx)| ”= 0 (|D(qx)| ”= 0) for any qx303

(due to the presence of a finite spectral gap), we can ask how many times d̂ = d/|d| œ S
1 winds around the origin. The same304
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holds true if working with the entirely equivalent complex number D(qx) instead of the vector d. Upon compactifying the real305

line (qx œ R) to S
1, the equivalence classes of the map d̂ : S

1 æ S
1 are classified by the fundamental group fi1(S1) = Z. This306

integer winding number (denoted here by nKL) is the standard Kane-Lubensky polarization (S29, S30, S35).307

One can easily use the spatial reflection symmetry to show that this integer winding number (nKL) vanishes identically in308

our system. The proof uses the fact that D(qx) = D(≠qx) (Eqs. S39, S41) which gives309

nKL =
ˆ Œ

≠Œ

dqx

2fii
ˆqx ln(D(qx)) =

ˆ Œ

≠Œ

dqx

2fii
ˆ≠qx ln(D(qx)) = ≠nKL . [S50]310

Hence nKL = 0 and the curved ribbon is not topologically polarized like the SSH model (S29). Note, the existence of nKL only311

requires a gapped spectrum for a (classically) time-reversal symmetric system. The vanishing winding index then allows us to312

freely make a globally consistent and smooth choice of the phase, in a time-reversal symmetric fashion, for the eigenmodes over313

all qx.314

But a vibrating uniaxially curved shell has additional fundamental, particularly spatial, symmetries that are equally315

important. Unlike the SSH model, the shell has more restrictions imposed by the symmetry operators C, S, � on the structure316

of its eigenmodes, and small variations or disorder in the shape of the shell or its material properties do not violate these basic317

symmetries. The question then is, can we always find a consistent and smooth choice of the eigenvector phase everywhere in qx318

space, so that it respects all the dynamic and spatial symmetries of the problem? If such a choice does not exist, only then is319

the system said to be topologically nontrivial. As we show later, spatial reflection symmetry (in the tangent plane) admits a320

new symmetry protected topological invariant that causes the Z classification (by nKL) to collapse to a Z2 classification instead.321

While the bending energy is locally symmetric under in-plane reflections of the tangent plane (ˆx æ ≠ˆx), to retain a fixed322

handedness of the frame {ex, ey, n̂}, one must reverse the sign of the unit normal as well (n̂ æ ≠n̂). The reference curvature323

breaks up-down inversion symmetry and poses a new obstruction to smoothly defining symmetry respecting eigenfunctions324

everywhere, and is quantified by a novel Z2 topological invariant.325

We shall first construct the Z2 topological invariant generally and then specialize it to the shell model at hand. From326

Eqs. S47, S45 and S49 we know that |�n(qx)Í and |�≠n(qx)Í are directly related (up to a phase) in two di�erent ways. The327

first is through a combination of reciprocity (C) and reflection symmetry (�), which gives328

|�n(qx)Í = e
i‰n(qx)C�|�≠n(qx)Í , [S51]329

where ‰n(qx) is an arbitrary phase that represents the free gauge choice for the eigenvector. Alternately, (classical) time-reversal330

alone (S), also relates the same two eigenmodes, though with a di�erent arbitrary phase ‰̃n(qx),331

|�n(qx)Í = e
i‰̃n(qx)S|�≠n(qx)Í . [S52]332

The fact that the time-reversal invariant polarization nKL = 0, implies that we can always set ‰̃n(qx) = 0 everywhere, but this333

does not guarantee that ‰n(qx) vanishes everywhere. The latter, importantly, involves both spatial and dynamic symmetries334

that are crucial to the saw. The Z2 invariant we compute represents an obstruction to setting both ‰n(qx) = 0 and ‰̃n(qx) = 0335

for all qx.336

A convenient way to extract these phases (‰n, ‰̃n) is through the following overlap or “sewing” matrices (S36)

Tmn = È�m(qx)|S|�n(qx)Í = ”n+m,0 e
i‰̃n(qx)

, [S53]

Wmn = È�m(qx)|C�|�n(qx)Í = ”n+m,0 e
≠i‰n(qx)

. [S54]

As S2 = 1, T is traceless unitary matrix (| det(T)| = 1), with ‰̃≠n(qx) = ≠‰̃n(qx) (from Eq. S52). By using the fact that337

[C, �] = 0 and C2 = ≠1, one can show that WT = ≠W (|det(W)| = 1), with e
i‰≠n(qx) = ≠e

i‰n(qx) (Eq. S51). For the338

two-band case, m, n = ± and we have (‰̃≠ © ‰̃, ‰≠ © ‰)339

T(qx) =
3

0 e
i‰̃(qx)

e
≠i‰̃(qx) 0

4
, W(qx) =

3
0 e

≠i‰(qx)

≠e
≠i‰(qx) 0

4
. [S55]340

As nKL = 0, we can always choose a gauge that makes T a constant matrix (for ‰̃ = 0, T = ·x). This is the basis we shall341

work in.342

To construct the topological invariant, we start with the Berry connection (which is essentially like the spin-connection on a343

surface (S37), only now in Fourier space)344

An(qx) = È�n(qx)|iˆqx |�n(qx)Í . [S56]345

As expected, a phase transformation |�n(qx)Í æ e
iÏn(qx)|�n(qx)Í leads to a gauge transformation of the connection An(qx) æ346

An(qx) ≠ ˆqx Ïn(qx). The topological index is computed using a line integral of An over all qx,347

‹n =
ˆ Œ

≠Œ

dqx

fi
An(qx) . [S57]348
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The factor of fi in the denominator is due to reflection symmetry (allowing us to work with integers rather than half-integers).349

In the following we shall restrict ourselves to the two-band system for simplicity, but the generalization to more bands is350

straightforward. Upon writing n = ± now, we have (‹≠ © ‹)351

‹ =
ˆ Œ

≠Œ

dqx

fi
A≠(qx) =

ˆ Œ

0

dqx

fi
[A≠(qx) + A≠(≠qx)] . [S58]352

Now, using Eq. S51 along with the fact that ˆqx C = ≠Cˆqx and [C, �] = 0, we find353

A+(qx) = A≠(≠qx) ≠ ˆqx ‰(qx) . [S59]354

So Eq. S58 simplifies to give,355

‹ =
ˆ Œ

0

dqx

fi
A(qx) + [‰(Œ) ≠ ‰(0)]

fi
, [S60]356

where A(qx) = A+(qx) + A≠(qx). One can repeat the same calculation starting with A+ as well and we get the same result as357

above, upon identifying qx = ±Œ to compactify Fourier space. Note that, di�erences in the phase ‰ are only consequential358

mod 2fi and one can show that the invariant ‹ œ Z mod 2, i.e., only the parity (odd or even) of ‹ matters. Hence it is more359

convenient to work with (≠1)‹ œ Z2 as the relevant topological invariant, which explicitly keeps track of only the parity of ‹.360

In order to massage the index in Eq. S58 into a more concise form, we use the sewing matrix W(qx) introduced above361

(Eqs. S54, S55). Using the fact that WT = ≠W and hence |det(W)| = 1, we can easily write362

ˆqx ln [det(W)] = tr
#
W†

ˆqx W
$

= ≠2
ÿ

n=±

È�n(qx)|ˆqx |�n(qx)Í . [S61]363

So we find that A(qx) = ≠iˆqx ln


[det(W)], with the principal branch chosen for the square root of the logarithm. By virtue364

of being antisymmeric, the Pfa�an of W is well defined (Pf [W(qx)] = e
≠i‰(qx) in the two band case, Eq. S55) and is related365

to the determinant as det(W) = Pf2(W). This allows us to write366

Pf [W(Œ)]
Pf [W(0)] = e

i[‰(0)≠‰(Œ)]
. [S62]367

Upon using the relation between A and the log-determinant of W, we can reduce the final integral in Eq. S58 to a simple368

determinant evaluation at qx = 0 and qx = Œ. Putting it all together we then obtain369

(≠1)‹ © e
ifi‹ = exp

5
i

ˆ Œ

0
dqx A(qx)

6
Pf [W(0)]
Pf [W(Œ)] = Pf [W(0)]

det [W(0)]


det [W(Œ)]

Pf [W(Œ)] œ Z2 . [S63]370

This completes the derivation of the required Z2 topological index. Note that our calculation is similar to topological indices371

employed in inversion symmetric topological insulators (S38, S39) and superconductors (S40), and general topological crystalline372

insulators (S41, S42).373

Unlike conventional electronic topological insulators (S36, S43) or mechanical lattices (S29, S30), that have a closed and374

finite Brillouin zone by virtue of discrete periodicity, we are working directly in the continuum and the bulk invariant in Eq. S63375

explictly depends on the behaviour of the shell model at short distances (qx æ ±Œ). On scales smaller than the thickness of376

the shell (h|qx| ∫ 1), the system is no longer well-described as a slender object and the material responds as an isotropic 3D377

elastic body. On these scales, the material microstructure will become important and the macroscopic curvature of the shell is378

irrelevant. In order to construct a topological invariant that is independent of the details of microscopic regularization and only379

depends on long-wavelength properties of the system, we only consider a bulk-di�erence invariant (S44), which quantifies the380

net change in the topological invariant across an interface between two di�erent bulk systems that are in contact. This is381

essentially the same strategy also used to analyze topological modes in continuum fluids (S45–S48).382

Denoting the two separate systems (in the musical saw, these would be the two oppositely curved parts of the blade) using383

H< and H>, we shall assume that the microscopic behaviour at |qx| = Œ is the same in both systems, i.e.,384

lim
|qx|æŒ

H<(qx) = lim
|qx|æŒ

H>(qx) . [S64]385

This is appropriate for the saw, as the material is identical on either side of the inflection point, the only di�erence is in the386

macroscopic geometry. The corresponding Fourier spaces associated with each of the two bulk segments are denoted by I< and387

I> respectively. Eq. S64 allows us to combine the two spaces into a compact manifold I by identifying the points at infinity388

(S44),389

I = I< fi I>/(Œ< ≥ Œ>) ≥= S
1

, [S65]390

where the equivalence relation (Œ< ≥ Œ>) denotes the identification of the points qx = ±Œ in I< to the corresponding391

qx = ±Œ in I>. As a now have a closed and compact manifold (I ≥= S
1), we can use the same construction as before to now392

derive the bulk-di�erence inavariant393

(≠1)�‹ = Pf [W<(0)]
det [W<(0)]


det [W>(0)]

Pf [W>(0)] œ Z2 , [S66]394
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which quantifies change in the topological index (�‹) across the interface. As is clear from the expression, �‹ is now explicitly395

independent of the short distance (|qx| æ Œ) details of the model and is a well defined topological index that only relies on396

the universal large scale properties of the system. When �‹ = 1 (mod 2), the two systems are topologically distinct and the397

interface hosts a single localized mode that lies within the bulk spectral gap and is protected by the topology of the bulk on398

either side.399

In the context of the musical saw, we now explicitly compute this invariant for a 1D strip that has spatially varying uniaxial400

curvature b that changes sign across an inflection point. Far from the inflection point, on either side, we can adiabatically401

deform the system to have constant curvature (though the sign will be di�erent on either side of the inflection point) without402

hitting any singularities in the spectrum or band structure (as the spectrum is always gapped as long as |b| > 0). This allows403

us to use the bulk description of a constant curvature shell away from the inflection, and we denote the curvature on either404

side as b< and b>. Upon using the explicit expressions of the eigenmodes in Eq. S42, we can compute the overlap or sewing405

matrices T and W (Eq. S55) as406

T(qx) =
3

0 1
1 0

4
, W(qx) =

3
0 ≠e

≠i◊(qx)

e
≠i◊(qx) 0

4
. [S67]407

The eigenmodes |�±Í in Eq. S42 are already in a convenient representation as ‰̃(qx) = 0. W on the other hand, remains408

nontrivial, with ‰(qx) = ◊(qx) + fi (mod 2fi), where e
i◊(qx) = D(qx)/|D(qx)|. As D(0) = i


Ÿ/Y hq

2
y + b, Pf[W(0)] =409

(≠b + i


Ÿ/Y hq

2
y)/|D(0)| has an acute argument (< fi/2) when b < 0, and an obtuse argument (> fi/2) when b > 0. Upon410

using the principal branch for the square root of the determinant, we obtain411

Pf[W(0)]
det[W(0)]

= ≠sgn(b) . [S68]412

From Eq. S66, the change in the Z2 invariant across an interface straddling two regions with curvature b< and b> is simply413

(≠1)�‹ = sgn (b< b>) . [S69]414

Hence when the curvature changes sign across the interface/inflection point, we are guaranteed to find a topologically protected415

mode within the bulk band gap, localized right at the interface. While our current calculation relied on uniaxial curvature and416

an essentially 1D geometry, extensions to 2D with surfaces curved in two directions are possible and left for future work.417

D. Interface localized mode. Here we compute the profile of the interfacially localized midgap state. We first choose a simple418

linear curvature profile with b(x) = b
Õ
x, with a constant curvature gradient b

Õ and an inflection point at the origin (x = 0), as419

done in Ref. (S23). Upon Fourier transforming in time and the transverse (y) direction, and assuming slow variations in the420

x-direction (ˆ2
x π q

2
y and Pxx ƒ 1), we have to leading order in gradients421

≠ flhÊ
2
f(x) = 2Ÿq

2
yˆ

2
xf(x) ≠ [Ÿq

4
y + Y h(bÕ)2

x
2]f(x) , [S70]422

which is nothing but the equation for a quantum simple harmonic oscillator (S31). The lowest localized mode is given by
the ground state, which is a Gaussian f(x) ≥ e

≠x2/2›2
The localization length › and corresponding mode frequency Ê0 (the

time-reversal partner of the localized mode has frequency ≠Ê0) is given by

› =
1 2Ÿ

Y h

21/4
Ú---qy

bÕ

--- Ã
3

h|qy|
|bÕ|

41/2

, [S71]

Ê0(qy)2 = |qy| Ÿ

flh

C
|bÕ|

Ú
2Y h

Ÿ
+ |qy|3

D
≥ c

2
h|qyb

Õ| (qy æ 0) , [S72]

where the final limit of qy æ 0 is only approximate and cannot be reached as the bulk gap vanishes when qy = 0 and no423

localized mode exists then. Nonetheless, it is clear that the topologically localized mode has a dispersive spectrum controlled424

by the curvature profile of the shell. Strong localization is achieved when ›/L π 1 (L is the length of the saw), which implies425

L|bÕ|
|qy| ∫ h

L
. [S73]426

Hence large variations in curvature and small transverse mode numbers (qy, but still large enough so that we can assume427

ˆ
2
x π q

2
y) lead to the well localized modes as confirmed by our full numerical simulations as well (Fig. 2D-E). One can also428

perform the same calculation for a tanh curvature profile b(x) = b0 tanh(x/¸) that smoothly interpolates between two constant429

curvature sections of the strip. This is related to yet another quantum mechanics problem, now in a Pöschl-Teller potential430

(S31),431

≠ flhÊ
2
f(x) = 2Ÿq

2
yˆ

2
xf(x) ≠

Ë
Ÿq

4
y + Y hb

2
0 tanh2

1
x

¸

2È
f(x) . [S74]432

The e�ective potential depth is V0 = Y h¸
2
b

2
0/(4Ÿq

2
y) ≥ (¸/h)2(W/R)2 & 1, where |b0| ≥ 1/R and |qy| ≥ 1/W . The ground state433

eigenmode is given in terms of Legendre functions, f(x) ≥ P
⁄
⁄ (tanh(x/¸)) Ã (1 ≠ tanh2(x/¸))⁄/2 where ⁄ = Â(

Ô
1 + 8V0 ≠ 1)/2Ê434
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(the integer part) with the localization length › ≥ ¸/

Ô
⁄ Ã (h¸|qy/b0|)1/2 for large V0, which is the same scaling as in Eq. S71,435

with the gradient b
Õ = b0/¸ evaluated at the origin. The frequency of the localized mode (for V0 & 1) is436

Ê0(qy)2 = Ÿ

flh
q

4
y + c

2
b

2
0 ≠

2Ÿq
2
y

flh¸2 ⁄
2 ƒ |qy| Ÿ

flh

C
|b0|
¸

Ú
2Y h

Ÿ
+ |qy|3

D
, [S75]437

which is also the same dispersive scaling as in Eq. S72, with the curvature gradient evaluated at the origin (bÕ = b0/¸). Notably438

though, we see that the localized mode with ⁄ > 0 has a frequency that lies within the bandgap of the bulk (the finite qy439

frequency gap for constant curvature b0 is


(Ÿ/flh)q4
y + c2b

2
0), as expected. For arbitrary curvature profiles, we only have to440

focus on its zeros, each of which will host a topologically protected mode that lies within the bulk band gap and is well-localized441

for a thin enough shell (Eq. S73). The mode frequency and its localization length can be tuned easily by varying the spatial442

gradient of curvature near the inflection point.443

E. Weakly nonlinear deformations. Until now, we have focused exclusively on linearized deformations and shown how spatial444

curvature leads to nontrivial band topology that can induce localization of acoustic modes at inflection points on curved shells.445

Here we extend our analysis to demonstrate how the topological protection of the localized mode also extends to weakly446

nonlinear deformations. Elastic systems distinguish themselves from quantum electronic systems in that geometric nonlinearities447

are inherent to mechanics, and such nonlinear deformations arise from integrating incremental linearized displacements that448

change the global geometry and structure of the system. A striking example is in 1D mechanical SSH chains, where a nonlinear449

topological soliton can mediate “conduction” in an otherwise (linearly) “insulating” bulk (S49). Working within shallow shell450

theory, we now retain nonlinear terms in flexural modes that are the most dominant geometric nonlinearity for weakly nonlinear451

deformations. This modifies the strain tensor to be (S11, S13)452

Áij = 1
2(ˆiuj + ˆjui) ≠ bijf + 1

2ˆifˆjf . [S76]453

We neglect the nonlinear terms in u which are subdominant. Force balance ˆj‡ij = 0 can still be solved by the Airy stress454

function ‰, which satisfies455

1
Y h

Ò4
‰ = ≠PijÒ2

Ë
bijf ≠ 1

2ˆifˆjf

È
. [S77]456

The source of stress on the right hand side is essentially proportional to the local Gaussian curvature generated by a457

deflection f and it now includes a quadratic nonlinearity. The total elastic energy takes a simple form in terms of ‰,458

E = (1/2)
´

d2
x[Ÿ(Ò2

f)2 + (1/Y h)(Ò2
‰)2]. Upon solving Eq. S77 for ‰, we obtain the elastic energy entirely in terms of f to459

be (S50, S51)460

E = 1
2

ˆ
d2

x

;
Ÿ(Ò2

f)2 + Y h

2

Ë
Pij

1
bij + 1

2ˆiˆjf

2
f

È2
<

, [S78]461

where we have used the fact that Pijˆi = 0 to write Pij(ˆifˆjf) = ≠Pij(fˆiˆjf). Hence for weakly nonlinear deformations,462

we see that the e�ective curvature of the shell gets modified as b
e�
ij = bij + (1/2)ˆiˆjf . The localized mode is apprciable only463

near the inflection point, where bij ¥ 0 and is exponentially small away from it. So we focus on the vicinity of the inflection464

point (which we assume is at x = 0). For a uniaxially curved shell with byy = 0 = bxy and bxx = b(x), the e�ective curvature465

generated by the localized mode is466

b
e�
xx ¥ b(x) + 1

2ˆ
2
xf(0) , b

e�
yy ¥ ≠1

2q
2
yf(0) , [S79]467

while bxy ¥ 0 as ˆxf(0) = 0. This can be formalized within perturbation theory in f as well, using which we can show that468

only the correction to bxx is relevant to leading order, while the other components only a�ect the dispersion relation at higher469

order. Importantly, we find that the curvature profile b(x) gets shifted by a nonzero constant ˆ
2
xf(0) = A0/›

2, where A0 is470

proportional to the amplitude of the deformation. If b(x) has a zero (inflection point) across which the curvature changes sign,471

then b
e�
xx continues to host a zero, only with its position shifted. This is easily seen by linearizing b(x) ¥ b

Õ
x near x = 0, for472

which b
e�
xx ¥ b

Õ
x + A0/(2›

2) and the new inflection point is now at x = ≠A0/(2b
Õ
›

2). As a result, the localized mode survives,473

but its location simply shifts for nonlinear deformations, highlighting the robustness of the topological mode. In contrast, if the474

curvature profile b(x) did not change sign across its zero, for instance if b(x) = b2x
2, then x = 0 will host a localized mode due475

ot an accidental degeneracy that is not topologically protected (as both sides of the origin have the same sign of curvature).476

As a consequence, this mode is unstable to perturbations including weakly nonlinear deformations. The accidental localized477

mode, when excited, will generate an e�ective curvature b
e�
xx ¥ b(x) + A0/(2›

2) that loses its zero and is finite everywhere,478

thereby gapping the localized mode and destroying it �. Hence, topology protects the localized mode at the inflection point479

from weakly nonlinear deformations as well, allowing it to simply translate the curvature domain wall that engendered it.480

�The localized mode develops a finite gap when A0b2 > 0. If the deflection is such that A0b2 < 0, then an even number of inflection points will appear, each of which can host a topologically protected
mode. This state is also unstable to large perturbations that can cause the inflection points to merge and annihilate in pairs.
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